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EXECUTI VE SUMVARY

The Tactical Control System (TCS) is an acquisition category
(ACAT) 11l programto provide mlitary warfighters with a

scal eabl e command, control, conmunications, and data

di ssem nation systemfor the famly of Tactical Unmanned Aeri al
Vehicles (UAV). Additionally, TCS will receive/dissem nate data
fromH gh Altitude UAVs. By being UNI X based and scal eabl e TCS
will provide a capability tailored to the user. The user, when
aut hori zed and dependi ng on the m ssion, can select options
rangi ng from passively receiving UAV payl oad products up to
controlling multiple air vehicles (ultimately including

| aunch/ recovery) and payl oads. The TCS programusing a three
phased approach will provide this capability initially using the
Service’s standard computing platform (existing equipment). For

visualization purposes, it would run like the personal computer

Windows program offering icons to conduct the operations

required. An enhancement chassis (hardware) to “translate” the
standards/protocols/formats developed during the program to the

service computing system may be required. TCS will define

interface requirements, data link protocols and message formats.

The standards, protocols, and formats established will ultimately

allow UAV systems to overcome the current stovepipe concept (see

Figure 4-2) where each system has its own ground station that is

not interoperable with other air vehicles. On the ground station

side TCS will interface to the existing user infrastructure by

accommodating user platform interface requirements. The program

will provide the UAV family interoperability on off the shelp

service computing hardware platforms and UAV data and information

integrated with the Services exisiting Command, Control,

Communication, Computer, and Intelligence (C *I) capability.

The advantages of a system that benefited from interoperability

and commonality have been recognized since congress directed DoD
to consolidate UAV programs in 1988. Initial attempts focused on
commonality (hardware) through the use of a downsized short range
UAV ground station and the establishment of interoperability
standards (software) through the use of Joint Integration

Interfaces (JII). With the advent of the Medium Altitude

Endurance (MAE) and High Altitude Endurance (HAE) UAV programs
downsizing of existing GCS’s would not suffice. More attention

was required in integrating the air vehicle into an

interoperable, scalable system with established standards and
protocols to integrate UAVs into the exisiting and planned future
battleforce structure and therefore, interoperablity became the

prime consideration. Demonstrations with the Short Range UAV
(Hunter) showed that the system could provide imagery to and be
controlled from existing service computer platforms. These



efforts logically progressed into the TCS concept outlined above.

The TCS programw || inplenent the standards and protocols to
provide interoperability for exisiting and future air vehicles,
which will permt themto operate with existing hardware,

sof tware and ground stations.

Phase | of the TCS programw || provide programdefinition and

ri sk reduction through the use of three fieldable prototypes (1
sea- based & 2 | and-based) over a 24 nonth denonstration period.
During this phase Predator and Qutrider air vehicles and payl oads
will be integrated with TCS common core functions.

Denonstrations with all services will include air vehicle and
payl oad control of Predator and Qutrider. The TCS prototypes
will interface with user selected C'I based systens such as ASAS,
IAS, JMCIS, etc. Any Advanced Warfighting Experinents (AVE)

| essons learned will be inserted into the TCS devel opnent process
and acqui sition docunentation devel oped during this phase.

Phase Il will focus on engineering and manufacturing and incl udes
a contract award for the TCS systens integrator. The full and
open conpetition will result in a cost plus incentive fee
contract for 6 LRIP systens. System docunentation and software
devel oped under Phase | will be provided as GFE/ GFI and a

devel opnent al / operati onal test conducted. The contractor wll
Integrate and install TCS sea and | and-based systens to include
bot h scal eabl e nodul es integrated on existing platform hardware
as well as full-up systens. Any Qutriders and Predators nodified

during Phase | or Il will be retrofitted to match the LRI P
configuration. Modification of future air vehicles and payl oads
will be through a P program The governnent will maintain

configuration control and a single systens integration facility
for the famly of UAVs.

Phase 111 enconpasses production, fielding/deploynent and
operational support. At this point TCS will be the conmand,
control, and data di ssem nation systemfor Predator, Qutrider and
all future Tactical air vehicles and payloads. A firmfixed

price contract for approximately 30 systens a year will be
awarded. Additionally, retrofit of fielded Predator and CQutrider
systems and validation of remaining C'l interfaces will be

acconpl i shed.

Program direction for the Tactical UAV (TUAV) requires the

devel opnment of a common ground reception, processing and control
systemto ensure full interoperability with other UAVs and
col l ection systens. The proposed TCS was briefed to, and
endorsed by, the Vice Chairman, Joint Chiefs of Staff, the Joint
Requi renents Oversi ght Council (JROC), and the Under Secretary of
Def ense (Acquisition). A JROCC Menorandum further states that to
fully exploit Predator’s and Outrider’s capability at all levels,



It is inperative that these systens becone fully conpatible and
i nteroperable with the TCS. In addition, the Navy and NATO
Project Group 35 have indicated the need for TCS to control
Vertical Takeoff and Landing (VTOL) UAVs such as the Tiltrotor
UAV System (TRUS) and SEAMOS.

The purpose of this concept of operations (CONOPS) is to provide
a "how to" TCS docunent on the deploynent, operation and
Interfaces in exercise, test and real world situations. It

provi des a descriptive overview of the capabilities and
limtations to assist the tactical commander in deciding when,
where, and how to deploy the TCS. User involvenent is required
early in the programto ensure the systemsatisfies their need
and operators are know edgeabl e and provide i nput on use of the
system The docunent is a "living" docunment being updated as
exerci ses, denonstrations and tests are conpleted. As such nany
sections listed in the index will not be available initially, but

will be provided in subsequent reviews/approval of the docunent.
The goal is to have the CONOPS screened and coordi nated by the
Servi ces sem -annually. The docunent will be updated through the

TCS CONOPS I ntegrated Product Team (1 PT) chaired by USACOM and
supported by PMTCS. Therefore, the TCS CONOPS is a living
docunent that will reflect changes in doctrine, hardware and
software. The CONOPS wi Il be used to develop/tailor tests,
exerci ses and denonstrations of the TCS.



Figure 1 TCS Concept

Figure 1 depicts the TCS concept. Initially, the existing
Predator/Qutrider ground data termi nals and ground control
stations wll |aunch, recover and maintain final control

authority of the air vehicle. At the conclusion of Phase Il
these functions may be acconplished by the TCS. Through the LGS,
BLOS, or SATCOM data |inks the AVs provide the payl oad product to
the ground system hosting the TCS. The TCS then interfaces with
t he appropriate o system for dissem nation/exploitation of the
product. Service specific operation and manning of the TCS are
provided in the Operations Section (4.0) of the CONOPS.



Secti on One
| nt roducti on

1.1 Purpose

Thi s Concept of QOperations (CONOPS) describes the operational

enpl oynent of the Tactical Control System (TCS) and provides
conprehensi ve details on how to deploy, operate and interface TCS
in exercises, tests, and the real world. TCS is designed to
enhance joint and service warfighting by providing a comand,
control and di ssem nati on system for conducting coordi nated and
uni fi ed Unmanned Aerial Vehicle (UAV) operations. The TCS
Oper ati onal Requirenents Docunent (JORD) specifically states the
interoperability requirenments which are depicted in Figure 1-1

TCS JORD Interoperability Requirements

| AIR DEFENSE |
AIR D A
SPIRIT
GCCs
TBMCS ‘ ETRAC

ns ]

e |8
COMPS
WY e |

[ vies | e |

—
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Figure 1-1 JORD Interoperability Requirenents

The Tactical Control System (TCS) is an acquisition category
(ACAT) 11l programto provide mlitary warfighters with a



scal eabl e command, control, conmunications, and data

di ssem nation systemfor the famly of Tactical Unmanned Aeri al
Vehicles (UAV). Additionally, TCS will receive/di ssem nate data
fromH gh Altitude UAVs. By being UNI X based and scal eabl e TCS
will provide a capability tailored to the user. The user, when
aut hori zed and dependi ng on the m ssion, can sel ect options
rangi ng from passively receiving UAV payl oad products up to
simul taneously controlling nmultiple/different air vehicles
(ultimately including | aunch/recovery) and payl oads.

Thi s Operational Concept provides a "how to" TCS docunent on the
depl oynent, operation and interfaces in exercise, test and real
worl d situations. It provides a descriptive overview of the
capabilities and limtations to assist the tactical commander in
deci di ng when, where, and how to deploy the TCS. User

i nvol venent is required early in the programto ensure the system
satisfies their need and operators are know edgeabl e and provide
i nput on use of the system The docunent is being updated as
exerci ses, denonstrations and tests are conpleted. As such many
sections listed in the index will not be available initially, but
wi |l be provided in subsequent reviews/approval of the docunent.
The goal is to have the CONOPS screened and coordi nated by the
Servi ces sem -annually. The docunment wi || be updated through the
TCS CONCPS I ntegrated Product Team (1 PT) chaired by USACOM and
supported by PMTCS. Therefore, the TCS CONOPS is a living
docunent that will reflect changes in doctrine, hardware and
software. It wll be used to develop/tailor tests, exercises and
denonstrations of the TCS.

1.2 Background

The advantages of a systemthat benefited frominteroperability
and commnal ity have been recogni zed since congress directed DoD
to consolidate UAV progranms in 1988. Initial attenpts focused on
comonal ity (hardware) through the use of a downsized short range
UAV ground station and the establishnment of interoperability
standards (software) through the use of Joint Integration
Interfaces (JIl). Wth the advent of the Medium Al titude
Endurance (MAE) and Hi gh Altitude Endurance (HAE) UAV prograns
downsizing of existing GCS’s would not suffice. More attention

was required in integrating the air vehicle into an

interoperable, scalable system with established standards and

protocols to integrate UAVSs into the exisiting and planned future

battleforce structure and therefore, interoperablity became the

prime consideration. Demonstrations with the Short Range UAV

(Hunter) showed that the system could provide imagery to and be

controlled from existing service computer platforms. These

efforts logically progressed into the TCS concept. The TCS

program will implement the standards and protocols to provide

interoperability for exisiting and future air vehicles, which



Wil permt themto operate with existing hardware, software and
ground stations.

1.3 CGeneral

The TCS programw || use a three phased approach, initially using
the Service’s standard computing platform (existing equipment).

For visualization purposes, it would run like the personal

computer Windows program offering icons to conduct the operations
required. An enhancement chassis (hardware) to “translate” the
standards/protocols/formats developed during the program to the
service computing system may be required. TCS will define

interface requirements, data link protocols, and message formats.

The standards, protocols, and formats established will ultimately

allow UAV systems to overcome the current stovepipe concept where
each system has its own ground station that is not interoperable

with other air vehicles. On the ground station side TCS will

interface to the existing user infrastructure by accommodating

user platform interface requirements. The program will provide

the UAV family interoperability on off the shelf service

computing hardware platforms and UAV data and information
integrated with the Services exisiting Command, Control,
Communication, Computer and Intelligence (C *I) capability.

Phase | of the TCS program will provide program definition and
risk reduction through the use of three fieldable prototypes (1
sea-based & 2 land-based) over a 24 month demonstration period.
During this phase Predator and Outrider air vehicles and payloads
will be integrated with TCS common core functions.
Demonstrations with all services will include air vehicle and
payload control of Predator and Outrider. The TCS prototypes

will interface with user selected C *I based systems such as ASAS,
IAS, JMCIS, etc. Any Advanced Warfighting Experiments (AWE)
lessons learned will be inserted into the TCS development process
and acquisition documentation developed during this phase.

Phase Il will focus on engineering and manufacturing and includes
a contract award for the TCS systems integrator. The full and
open competition will result in a cost plus incentive fee

contract for 6 LRIP systems. System documentation and software
developed under Phase | will be provided as GFE/GFI and a
developmental/operational test conducted. The contractor will
integrate and install TCS sea and land-based systems to include
both scaleable modules integrated on existing platform hardware
as well as full-up systems. Any Outriders and Predators modified
during Phase | or Il will be retrofitted to match the LRIP
configuration. Modification of future air vehicles and payloads

will be through a P % program. The government will maintain
configuration control and a single systems integration facility

for the family of UAVs.



Phase 111 enconpasses production, fielding/deploynent and
operational support. At this point TCS will be the conmand,
control, and data di ssem nation systemfor Predator, Qutrider and
all future Tactical unmanned air vehicles and payloads. A firm

fixed price contract for approximtely 30 systens a year will be
awarded. Additionally, retrofit of fielded Predator and CQutrider
systems and validation of remaining C'l interfaces will be

acconplished. Prelimnary estimates indicate a need for the
fol |l owi ng nunber of systems by service: 62 Arny; 17 USMC, 103
Navy; 12 Air Force; Training 14 (Total 208)

1.4 Threat

The TCS through its scaleable functionality will be subject to
the sane threats experienced by both front [ine and rear echel on
systens. Because versions of TCS will be man portable they wll
be subject to environnental conditions at the front as well as
the possibility of physical attack/capture by enemny troops.
Environnental conditions will be aneliorated by TCSs carried in
shi ps, vehicles, or shelters, however they will still be subject
to attack/capture depending on location relative to the eneny
position and or weapons capabilities.

Information Warfare threats to TCSs include those in the

el ectromagnetic spectrum Due to the data |inks involved active
and passive eneny detection capabilities can be enployed. The
payl oad product of the TCS can be degraded or elimnated by eneny
actions against the air vehicle. Wile air defense networks vary
around the world, a fairly nodern, robust, and integrated active
radar and passive detection netmork, could provi de adequate
warning of approaching UAVSs to a target country’s command

authority. Through use of numerous types of camouflage,

concealment, and deception (CC&D) devices, including multi-

spectral netting and radar corner deflectors the effectiveness of

the TCS controlled air vehicle can be reduced. Likewise

telemetry/communication control links are also susceptible to

intercept or jamming. Depending on the theater of operation and

hostile electronic combat systems present, the threat to TCS

operations could range from negligible to an active jamming

effort made against the ground station and air vehicle.

1.5 Organi zati on/ Responsibilities

This document provides a descriptive overview of the capabilities

and limitations of the TCS to assist the warfighter in deciding

when, where, and how to deploy the system. The document has been
jointly developed by an integrated product team (IPT) led by

USACOM with membership from SOCOM, the individual Services, Joint
Staff, the TCS program office and the Training and Doctrine



Conmands ( TRADOCs) from each of the services. The goal is to get
"user" involvenent early in the programto ensure the system
satisfies the operational need and the operators are

know edgeable in the systenis capabilities and limtations.
Additionally, this docunment shows how the TCS could be used and
integrated into other current systens, as well as the potenti al
tactical benefits resident in its basic capabilities. The
docunent contains detailed descriptions of how to depl oy, operate
and interface the systemin exercise, test or real world

scenari os.

The I PT was started to devel op the Concept of Operations
(CONOPS). The goal was to have a draft CONOPS conpleted in tine
to use during TCS testing and denonstrations. Lessons |earned
fromtests and denonstrations wll be included in sem -annual
CONOPS updates which are to be screened by the Services and

Uni fied and Specified Commanders. The CONOPS wi || be signed out
by ACOM

The Concept of Operations is presented froma Joint and Service
perspective. Each section provides a general joint description
foll omwed by individual service considerations. The basic CONOPS
I's unclassified however, there are applications which are at a

hi gher classification |evel, that are not addressed in this
docunent because of the sensitivity of the information. Although
t he docunent will not usurp Service prerogatives, any CONOPS
devel oped by the individual Services, which depart fromthe Joint
CONOPS provi ded herein, should be reviewed by the CONOPS | PT to
ensure continuity of operations are not degraded.

The Defense Airborne Reconnai ssance O fice (DARO is the
Secretary of Defense |evel resource sponsor and oversight nonitor
for the TCS program

The TCS Program Manager (PM, Ofice code: PMTCS, resides in the
Navy Program Executive Ofice (PEQ for Cruise Mssiles and
Unmanned Aerial Vehicles (CU. The PMis responsible for the
day-to-day direction of the TCS program Matrix support is

provi ded t hrough the NAVAIR Systens Comrand, NAWAD, the Naval
Surface Warfare Center (NSWC) Dahl gren Division (DD), the Systens
I ntegration Laboratory (SIL), Army Mssile Conmand (M COV) and
other field activities and support offices.



Section Two
Ref er enced Docunents

2.0 Referenced Docunents

1. Deputy Under Secretary of Defense, Advanced Technol ogy,
DUSDY AT), Advanced Concept and Technol ogy Denpnstration
(ACTD) Managenent Plan for the Medium Altitude Endurance
Unmanned Aerial Vehicle (MAE UAV) (Cctober 1994).

2. Under Secretary of Defense (Acquisition & Technol ogy),
Menor andum (21 Decenber 1995).

3. Arny Field Manual FM 34-25-2. Unmanned Aerial Vehicl es,
(Final Draft QOctober 1994).

4. Arny Field Manual FM 34-130, Intelligence Preparation of the
Battlefield (IPB) (Initial Draft, February 1993).

5. Chairman Joint Chiefs of Staff CJCSI 3250.01. Sensitive
Reconnai ssance Qperati ons.

6. Central Imagery Ofice CIO Objective United States | magery
Systens (USIS) Concept of Operations (CONOPS), (15 July 94).

7. Def ense Ai rborne Reconnai ssance O fice (DARO) UAV Program
Plan (April 1994).

8. Def ense Ai rborne Reconnai ssance O fice (DARO UAV Annual
Report (August 1995).

9. Def ense Intelligence Agency System Threat Assessnent Report
(STAR) for the Joint Tactical UAV (UAV- SR/ UAV-CR),
( Sept enber 1995)

10. Departnent of Defense Unnmanned Aerial Vehicle (UAV) Master
Plan (31 May 1994).

11. Fleet Marine Force Manual FMFM 3-22-1. UAV Conpany
Qperations, (04 Novenber 1993).

12. Joint Force Air Conponent Conmander (JFACC) Concept of
Operations (CONOPS), USCI NCPAC/ USCI NCLANT (15 January 1993).

13. Joint Pub 1-02, DOD Dictionary of Mlitary and Associ at ed
Ternms (01 Decenber 1989).

14. Joint Pub 2-0, Doctrine for Intelligence Support to Joint
Qperations (12 Cctober 1993).



15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Joint Pub 2-01, JTTP for Intelligence Support to Joint
OQperations (30 June 1991).

Joint Pub 2-01.1, JTTP for Intelligence Support to Targeting
(Final Draft, 15 March 1995).

Joint Pub 2-02, JTTP for Intelligence Support to Joint Task
Force Operations (Second Draft, My 1994).

Joint Pub 3-0, Doctrine for Joint Operations (09 Septenber
1993).

Joint Pub 3-55, Doctrine for Reconnai ssance, Surveill ance,
and Target Acquisition Support for Joint Operations (RSTA)
(14 April 1993).

Joint Pub 3-55.1, J, Joint Tactics, Techniques, and
Procedures for Unmanned Aerial Vehicles (27 August
1993).

Joint Pub 3-56.1, Command and Control for Joint Ar
Operations (Fourth Draft, April 1994).

Joint Pub 3-56.24, Joint Interface Operational Procedures
(01 Cctober 1993).

JROCM 003-90 MNS, C ose Range RSTA & Long Endurance RSTA
Capability (5 January 1990)

JROCM 135-95, Tactical Unmanned Aerial Vehicle
(31 Cctober 1995)

JROCM 010- 96, Predator Unmanned Aerial Vehicle
(12 February 1996)

JROCM 159- 96, Unmanned Aerial Vehicle Tactical Control
Station Key Perfornmance Paraneters (KPPs), (23 Cctober 1996)

Mul ti service Procedures for Integrated Conbat Airspace
Conmand & Control (1CACY), FM 100- 103/ FMFRP 5- 61/ NDC TAC
NOTE 3-52. 1/ ACCP 50- 38/ USAFEP 50- 38/ PACAFP 50- 38, (Cctober
1994).

National Air Intelligence Center Report, NAIC 1571-731-95,
El ectroni ¢ Conbat Threat Environment Description, (Apri
1995)



29.

30.

31.

32.

33.
34.

35.

National Institute for Standard Technol ogy (N ST) Feder al
I nformati on Processing Standard (FIPS) Publication 151-2
(POSI X. 1)

O fice of Naval Intelligence-Threat Assessnent #028-93,
Medi um Range UAV (UAV- MR), (Septenber 1993)

Oper ati onal Requi renments Docunent (ORD) for UAV TCS,
(January 1997)

USACOM Joi nt Targeti ng CONOPS (Draft Docunment, 01 Novenber
1993).

USACOM HAE UAV CONOCPS, (Version 3.0 April 1996)

USACOM MAE UAV CONOPS, (Coordination Draft, Septenber
1995).

USCI NCLANT Joi nt Task Force Policy (Coordinating Draft, 18
Decenber 1992).



Section Three
M ssi on/ Descri ption

3.1 M ssion Need/ ORD Requirenents

The m ssion of the TCS is to provide the warfighters with an

I nt eroperabl e and scal eabl e command, control, and conmmuni cations
system for the fam'IngOJtrider and Predator) of tactical UAVs
that interfaces wwth C1 systens (Fig 1). TCS will also receive
H gh Altitude UAV data/products for interface with C' processing
systens. The Chairman of the Joint Requirenents Oversight
Council (JROC) signed the Mssion Need Statenment (MNS) for a

Cl ose Range Reconnai ssance, Surveillance, and Target Acquisition
(RSTA) Capability and a MNS for a Long Endurance RSTA capability
on 5 January 1990. These MNSs establish the need to interface
UAVs with sel ected standard Departnent of Defense Conmmand,
Control, and Intelligence Systens, Architectures and protocols,
both current and planned. The Qutrider and Predator systens were
initially procured under the Advanced Concept Technol ogy
Denonstrati on (ACTD) acquisition program approach and are not

I nteroperable. The current software and UAV data |inks do not
have conpatibility and are not interoperable. The ground control
stations do not have neither the required capabilities nor the
architectural growth to satisfy all of the operational

requi renents of the joint Services. Therefore, each tine a
software or hardware configuration is devel oped to be conpatible
wi th new or inproved warfighting systens, a new software contract
nmust be negotiated for each type of UAV control station.
Currently, there are no non-materiel alternative solutions that
wi Il establish a standard software architecture for UAVSs.
Subsequent JROC nenoranduns state the need for the devel opnent of
a comon ground reception, processing and control systemto
ensure full interoperability with other UAVs and col |l ection
systems and specifically, to fully exploit Predator’s capability

at all levels, it is imperative the system become fully

compatible and interoperable with the UAV Tactical Control

System. Therefore, the TCS mission is to enhance Tactical UAVs

operational flexibility, and through C4l interfaces increase

dissemination of Tactical and HAE UAV payload products.

3.2 Description

The TCS is a software intensive program to provide the warfighter
with a scaleable and modular capability to operate UAVS on

existing computing systems and interface for dissemination with
current and future C 4 processing systems. Scaleable refers to
the ability to provide five levels of interaction that range from

receipt and transmission of secondary imagery and/or data to full



function and control of the UAV fromtakeoff to |anding.
Modul arity all ows use of common hardware and the ability to
I ncrease or decrease capability by adding or renoving cards,

chips, etc., fromthe system being used. There will be sone TCS
software related and extra ground support hardware (antenna,
cables, etc.) Thus TCS will have the capability to be configured

and down-scaled to meet the user’s deployability or operator
limitations. The program will progress from threshold (initial)
to objective (final) capabilities in the three phases discussed
in Section 1.3.

The TCS software will run on a common operating system (UNIX
based) with an open architecture and will provide the UAV
operator the necessary tools for computer related communications,
mission tasking, route flight planning, mission execution, and

data processing. The software will provide high resolution,
computer generated, video graphics that enables a UAV operator
that is trained on one UAV system to control different types of
UAVs or UAV payloads with minimal additional training. Likewise,
TCS video graphics will provide an interface for seamless C

The TCS core software will be Global Command and Control System
(GCCS) compliant, non-proprietary, and the architectural standard
for future UAVS.

TCS software will run on current services’ hardware such as TAC-X
(Navy), CHS-II/ISPARC 20 (Army/Marines), and SGI/DEC (Air Force).
For the USA and USMC, the TCS will be an integral part of the
Outrider two HMMWYV-based ground control stations (GCS) (See
Figure 3-1). The Army will obtain TCSs in addition to those
required for Outrider to receive/control Predator UAV

information. For the Navy, the TCS will initially support the

Outrider and receive Predator payload data aboard L-Class Ships.
The TCS will be the control system for future ship-based UAVs and
UAV operations. Since ships already provide the necessary
infrastructure to support a computer based system (electrical
power, environmental control, radio networks, etc.), the TCS is
virtually the GCS for the Navy. The Air Force TCS will be an
upgrade of the existing GCSs for the MAE UAV. The TCS hardware
will allow for long range communications from one TCS to another,
temporary data storage expansion, access to other computers to
share in processing capability, and multiple external

peripherals. TCS software/hardware will accommodate analog
(threshold), and digital (objective) datalinks. Proposed land

and ship TCS configurations are shown in Figures 3-2 and 3-3 and
will be modified based on user inputs.



Figure 3-1 TCS Desi gn Approach
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Figure 3-2 TCS Land Confi guration




Figure 3-3 TCS Ship Configuration

3.3 Tasks (Threshol d)

The TCS will be capable of acconplishing the follow ng threshold
tasks by the conpletion of Phase I1I.

3.3.1 CGeneral System

Be interoperable with different types of UAVs and UAV
payl oads across 5 levels of UAV interaction to the extent that it
I's transparent who is operating the air vehicle. The levels of
i nteraction are:

Level 1--Receipt and transm ssion of secondary inagery
and/ or data

Level 2--Direct receipt of imagery and/or data

Level 3--Control of the UAV payload in addition to direct
recei pt of imagery/data

Level 4--Control of the UAV, |ess |launch and recovery, plus
all the functions of |evel 3

Level 5--Full function and control of the UAV fromtakeoff
to | andi ng



Figure 3-4 Levels of Interoperability

Enabl e Qutrider and Predator operators to conduct the sane
functions accomplished in each system’s ground control station
(GCS)i.e. communicate, receive mission tasking, conduct mission
planning, execute the mission, collect payloadproducts, process
payload data, and interface with C | systems for dissemination.
These functions can be performed using current Predator and
Outrider menu screens.

Require no more than two personnel to operate the system at
any moment. Allow two personnel to maintain the TCS system
software, computer hardware, communications networks, and
associated electrical generation and supply for the system. Data
exploiters, communicators, and supervisory personnel will depend
on Service concepts of operations.

Provide an open software architecture that can support
future UAVs by establishing standards, interfaces and protocols
for air vehicle operation.



Devel op/ use software based on the Defense Information
I nfrastructure/ Conmon Operating Environnent per Assistant
Secretary of Defense for Conmand, Control, Comrunications, and
Intelligence (ASD C?I) Joint Technical Architecture (JTA).

Use ergonom cal ly designed operator controls and displ ays
that will allow air vehicle and payl oad operators to performreal
time mssion control, mssion nonitoring, and m ssion
updat es/ nodi fi cati ons while wearing cold weat her clothing or
operating in a Mssion Oiented Protective Posture (MOPP).

Use nonitors(s) that provide easy reading of displays.

To i nprove situational awareness provide the payl oad
footprint on the noving map display with an option to show
payl oad i nagery and footprint on the same screen.

Be nenu driven and have displays using X-wi ndows and a notif
| ook-and-feel .

Provi de peripheral ports to drive external devices such as
i ght tables, repeater video term nals capable of seeing raw and
NI TF 2.0 i magery, imagery enhancenent/exploitation stations, etc.

Be capabl e of supporting additional software nodul es for
future payl oads, payload capabilities (e.g., autosearch and
automatic target tracking), and future Tactical UAVs.

Al'l ow operators to have sinultaneous flight and payl oad
control of at least two air vehicles, beyond |line of sight, using
one TCS. In the case of Predator this includes the on station
relief capability.

Provi de a 50% spare storage capacity over delivered storage
used. Provide tenporary data storage of 24-72 hours.
Interfacing systens will provide the long termarchiving of data.
Be capabl e of a 50% t hroughput i ncrease.

Comply with the ASD (C?I) JTA. This includes, but is not
limted to, the | anguage, conputer, database, architecture and
i nteroperability.

Use standard mlitary worldw de 110/220 volt 50/60 hertz
generators and comrerci al power sources. Use standard el ectrical
power sources available within the Departnment of Defense (DoD)
famly of ground nobile, airborne, and shipboard electrical power
sources. TCS will restore power in sufficient tine to avoid |oss
of critical mssion data or |oss of AV control during power



outages. An uninterrupted power supply for critical phases of
m ssi on execution will be avail abl e.

Qperate in world wide climatic conditions, i.e., sane
climatic conditions in which the TCS shelter/platformis designed
to operate.

Meet the mission capability criteria established by the
Predator and Qutrider ORDs. Provide full, independent conputer
redundancy for these systens.

Meet the security requirenments of the operational and
physi cal systens with which it is interoperable.

3.3.2 Mssion Planning

I mport National |nagery and Mappi ng Agency (NIMA) Digital
Terrain Elevation Data (DTED), Digital Feature Analysis Data
(DFAD), Arc Digitized Raster Graphic (ADRG and scanned hard copy
maps, via conpact disk. Inporting of map information will be via
oper at or procedure.

Provi de basic flight planning tools such as; weight and
bal ance take off cal cul ations, fuel calculations, terrain
avoi dance warning and m ni mumreception altitude cal cul ati ons for
line of sight flights, payload planning calculations, etc.

Provi de point-and-click route and sensor planning. This
type capability makes it transparent as to what type air vehicle/
payl oad is being used and is an inportant step to devel opi ng
standard screens, nenus, etc for operation of future air
vehi cl es/ payl oads fromthe TCS

Program air vehicles and payl oads (if capable) with m ssion
pl anni ng data prior to |aunch.

3.3.3 Survivability Pl anning

Provi de automatic system saf eguards (m ni rum safe enroute
altitudes etc.) to prevent unsafe flight attitudes and possible
| oss of air vehicl es/ payl oads.

Provi de manual override of any autonmated/ preprogramed
inputs for the air vehicle and payl oad.

Store mssion plans and export themto other TCSs

Enabl e changing of the mission plan while the air vehicle is
ai rborne (dynam c repl anni ng).



Enabl e changi ng of the sensor collection plan while the air
vehicle is airborne and conducting the collection m ssion
(dynam c retasking).

3.3.4 Launch and Recovery

Be ergononically designed and provide sufficient cues to
allow the pilot to safely take off, |and and navi gate under
I nstrunent Flight Rules.

3.3.5 Mssion Execution / Operations

Di splay the |ocation and onboard systens status of the air
vehi cl e.

Di splay the search footprint of the payl oad on the noving
map screen.

Acconpl i sh dynam ¢ m ssion replanning and sensor retasking
during the operational m ssion.

Recei ve, process, format, store, retrieve and perform
limted exploitation of flight/payload data. This includes
sel ective automatic annotation of available air vehicle / payl oad
telenetry (META) data as well as limted operator annotation.
While the TCS is not an exploitation systemthe formats it
provi des to o systens will expedite their exploitation.

Recei ve and control payloads on a UAV that is being
controll ed from anot her TCS.

Pass control of an AV fromone TCS to anot her.

Provi de an override or function |ock out capability so the
| aunch and recovery GCS can take control and recover the air
vehicle if required.

Provi de the operator a caution/warning when the UAV system
has identified a mal function.

Enabl e antenna sw tchi ng when the UAV is nmasked by
obstructions

3.3.6 Imagery Intelligence Processing

Provide limted exploitation capabilities, to include voice
and textual reporting for spot/m ssion objectives.



Acconpl i sh video/ SAR franme grabbing, inmage annotation, inage
archiving (tenporary data storage), video/ SAR recording/
pl ayback, and data di ssem nati on.

Comply with Common | magery G ound/ Surface Station (C GSS),
United States Inmagery Standards (USIS), and the @ obal Conmand
and Control System (GCCS) standards.

Di splay Near Real Tine (NRT) imagery with sel ected
annot ati ons such as date/tine group, target |ocation when in the
center field of view, north seeking arrow, AV position/altitude
and headi ng.

Built-in word processing and text capability including the
ability to overlay textual information on inmagery.

Ports for outputting data and inagery to a hardcopy printer
and recordi ng nedi a.

A neans of inputting data fromexternal data storage
syst ens.

Distribute NRT video to selected users (including
comercially available television nonitors and VCRs) via external
ports.

Acconpl i sh i mage enhancenent (i.e. edge sharpening, contrast
adj ustnents, black/white reversal, etc).

Ability to select/deselect cross hairs (or other simlar
ICON) to identify center of target.

Ability to display target synbols.

Interoperate with a server to receive, extract and push
intelligence data.

3. 3.7 Conmmuni cati ons Subsyst ens

Provi de sinultaneous uplink and downlink data |inks.

Provide interfaces with the existing respective (Qutrider,
Predator, etc.) UAV program provi ded data |inks for command and

control as well as UAV data.

Ensure data |inks support simultaneous LOS and beyond LGOS
oper ati ons.

Capabl e of entering DI I-CCE conpliant C' systems, to
I nclude GCCS, that conply with the Technical Architecture



Framework for Information Managenent and the Joint Techni cal
Architecture (JTA). Be interoperable, as a mninum wth the
fol |l ow ng o systens per ASD (C?I) JTA st andards:

Aut omati ¢ Target Hand-off Systens (ATHS)--data burst
connectivity

Advanced Field Artillery Tactical Data Systens (AFATDS)- -
data burst connectivity

Al'l Source Analysis System (ASAS)--wire connectivity

Arnmy Deep Operations Coordinati on System ( ADOCS)

Intelligence Analysis System (1 AS)--wire connectivity

Joint Standoff Target Attack Radar System (JSTARS) G ound
Stati on Modul e/ Cormon Ground Station (GSM CGS)--w re connectivity

Joint Maritime Conmmand I nformation System (JMCIS)

Closed Circuit Television (CCTV)

Advanced Tomahawk Weapons Control Station (ATWCS)

Joi nt Depl oyable Intelligence Support System (JDI SS)

TROJAN Speci al Purpose Integrated Renote Intelligence
Terminal (SPIRIT) 11

Joint Service Imagery Processing System (JSIPS)

JSI PS- Navy (JSIPS-N)

Tactical Exploitation Goup (TEGQ

Theater Battl e Managenent Core System ( TBMCS)

Service M ssion Planners (TAMPS, AFMSS, APS etc.)

Guardrail Common Sensor/ Aerial Common Sensor (ACS)
I ntegrated Processing Facility (IPF)

Moder ni zed | magery Expl oitation System (M ES)

Enhanced Tactical Radar Correl ator (ETRAC)

Conti ngency Reconnai ssance System ( CARS)

Abl e to connect to a | ocal area network.

Use cable to deliver live video inmagery in multiple,
| ocati ons.

Use Service specific ground or airborne UHF, VHF, and
UHF/ VHF radi os for digital nessage transm ssion while using the
sanme radios for record traffic.

3.4 Tasks ((Obj ective)

The TCS will be capabl e of acconplishing the follow ng objective
tasks at the conpletion of the program

3.4.1 CGeneral System

Be hosted in a variety of conputers. The initial core of
software will be generically witten to provide the Level Five
(See Figure 3-4) interaction for both Qutrider and Predator and
establish the architecture for future UAVs. Since not al
reci pients of UAV information require all |evels of TCS



capabilities, the software, and software rel ated hardware
(accessory chassis), if required, will be developed so that it is
scaleable to meet user’s needs. The TCS will prevent users from

entering levels of interaction for which they are not authorized

by doctrine through software and or hardware configuration.

Support data collection (Levels 1 & 2) from HAE UAVsS

Be interoperable with different types of UAVs and UAV
payloads across the 5 levels of interaction to include multiple
platforms/payloads simultaneously.

Be interoperable with UAVs and UAV payloads operated by
allied nations in compliance with NATO Project 35 (appropriate
NATO STANAG remains to be determined) across the 5 levels of
interaction to include multiple platforms and payloads
simultaneously.

Modify existing Joint Integration Interfaces (JlIs), and
establish other protocols/standards that will allow compliant air
vehicles to pass data to TCSs or TCS interfaced ground data
terminals. This will provide UAV manufacturers the standards to
which future air vehicles must be built and will allow the
government to operate future UAVs from any TCS.

Provide a system level technical architecture for TCS.

Provide a 75% storage capacity over storage used. To meet
growth requirements the TCS will be able to add additional
storage without a major hardware reconfiguration.

Be capable of increasing throughput 100% over throughput
delivered.

3.4.2 Mssion Planning

Via operator procedure incorporate vector format and
Compressed ADRG (CADRG) maps.

Include flight planning tools for payload search area
information such as: visual acuity range due to atmospheric
conditions; diurnal transition periods for thermal imagery, and
lunar and solar terrain shadowing.

Include tools for importing or creating overlays for fire
support coordination measures, airspace control measures, and
threats.

Ensure existing or interfaced mission planning systems can
satisfy UAV mission planning.



I ncl ude coll ecti on nanagenent tools and nessage formats for
requesting and satisfaction nonitoring of HAE-UAV col | ection
activities.

Log the recei pt of and provi de feedback for HAE- UAV i nagery.

3.4.3 Survivability Pl anning

Provi de a nmethod of displaying UAV signature versus threat,
before and during flight.

Di spl ay overlays or icons of known threat systens and
di spl ayi ng the threat engagenent envel opes and associ ated radar
terrain masking for those threats for route planning.

Be capabl e of storing mssion plans and exporting themto
force | evel m ssion planning systens.

3.4.4 Launch and Recovery

Support incorporation of an automatic |aunch and recovery
system

3.4.5 M ssion Execution / Operations

Be integrated with and operated fromtactical and comand
and control aircraft and submari nes.

Enabl e one operator to control both the UAV and payl oad for
short periods of tine.

Di splay in chronol ogical (priority) order the tasked targets
and highlight the target when the payload is on it. This wll
al |l ow determ nati on of whether the UAV is enroute or actually
servicing the nunber one target. An aid for dynam c retasking.

3.4.6 Imagery Intelligence Processing

Provi de aids such as artificial intelligence to alert
operators that there is sonething of interest in the payl oad
field of view and to assist the operators in determ ning what
vi deo segnents or digital frames to store/pass on

Be capabl e of displaying target synbols in variable sizes

Establish a standard nmessage for air vehicle and sensor
interfaces covering franme rate, word size, and data el enents.

3.4.7 Data Link Subsystens



Est abl i sh Cormon Data Link (CDL) protocols for frequency,
nodul ation, data formats and data |ink acquisition.

NATO STANAG 7085 now i n devel opnent establishes three
standard data |inks:

1) NATO wi deband data link United States Conmon Data Link
(CoL)

2) Analog data link (to be determ ned) No preference has
been set but Predator/Hunter C-band Data link is a |likely
candi dat e

3) A Broadcast Data Link is being devel oped by the United
Ki ngdom

3.4.8 Communi cations Subsystens

Joi nt Depl oyable Intelligence Support Systens (JDI SS)
Trojan Spirit 11

G obal Command and Control System ( GCCS)

G obal Broadcast System (GBS)

DISN 1 and DI SN 3 standard conmuni cati on systens.



Secti on Four
Qper ati ons

4.1 General Overview

The operational objective of the TCSis to get UAV products/
I mgery to the warfighter. The warfighter ranges fromthe troops
in the trenches who are fighting today’s battle to the commanders

at all levels that are planning for the successful outcome of the
operation. The TCS supports this effort by providing real time
information to enhance the warfighters situational awareness.
Operating from squadrons, squadron detachments and companies of
the Services the TCS will use existing hardware and software
systems to accomplish the mission. In some cases an accessory
chassis may be required to enhance the computing power of

existing equipment to allow use of UAV products. At the
headquarters, assigned personnel will operate TCSs. Using the 5
levels of interaction (Figure 4-1), scaleable functionality is

available to the user. However, the launching and recovery (L/R)
unit retains final control authority. For operations within a

single service coordination on the level of interaction will be

IAW service procedures. Coordination on the level of interaction
during joint operations will be directed through the JFACC, ATO,

or asset allocation process being used in the theater of

operations. For joint operations a means of communication

(radio, phone, land line, etc.) between the L/R unit and the

operating unit will be required in other than Level 1 or 2

(passive UAV product reception) operations. Since not all

recipients of UAV information require all levels of TCS

interaction, scaleablity will prevent users from entering

selected levels through software and or hardware configuration.
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Figlre 4-1

Figure 4-1 Levels of Interaction

The foll ow ng exanpl e denonstrates the TCS interoperability

bet ween the Services and their UAV systens in a joint operation.
A shi pboard UAV detachnent |aunches an Qutrider froman LHA-C ass
ship (Level 5) to observe the beachhead. Marines on board the
LHA receive the UAV video via a TCS fed closed circuit television
(Level 1). WMarines and Sailors on other ships have a direct
recei pt of imagery via renote video termnals (Level 2). The Air
Force at a Forward Operating Location (FOL) 300 m|es away

| aunches a Predator (Level 5) to inmage the |ocation, for

engi neering requirenents, of a future Arnmy Corps operation. To
ensure their needs are net, the Arny Corps has a direct, real
time influence on the payload (Level 3). During this supporting
operation, the Predator is also carrying communications and data
relays to activate tactical renote sensors in various |ocations.
A TCS controls these sensor relays and feeds themto the
respective o processi ng system (Levels 3 and 1, respectively).
In a related operation, a Navy/Marine team passes airborne
control of another LHA-lIaunched Qutrider to a detachnent ashore.
At the end of the mssion the Qutrider is passed back to the
enbar ked detachnment (Level 4).



The ultinmate operational goal of the TCS is to maxim ze

I nteroperability and commonal ity anong existing and future UAV
systens. By establishing protocols and standards for air
vehicles and interfaces for ground data termnals TCS w ||
provi de operators a conmon set of screen nmenus and displays to
operate any air vehicle. It will be transparent to operators
what air vehicle is providing the product and directions for air
vehi cl e and payl oad control wll be the sanme for all UAV systens.
Thus the ability to operate UAVs in any operation, conducted by
one or nmultiple services, wll dramatically increase their
mlitary utility

Initial Operational Capability (10C) will be declared when each
Service has fielded one production representative TCS with ILS
procurenent (training, spares, technical publications, support
equi pnent) in place and testing (devel opnmental and operational)
conpl eted. The | evel of performance necessary to achieve | CC
requires one systemin a final configuration with operators and
mai nt enance personnel trained and initial spares with interim
repair support in place. 10Cis planned for the third quarter
FY99.

Ful | Operational Capability (FOC) will be achi eved when all

mai nt enance and repair support, software support, test equi pnent
and spares are in place and the systens are effectively enpl oyed.
FOC is planned for fourth quarter FYOO.

4.2 Capabilities / Limtations

The Joint Staff, Joint Force Commander and the Services have
intelligence, reconnai ssance and targeting requirenments necessary
for the prosecution of a wi de spectrum of operations in peace and
war. These operations include humanitarian assistance, counter-
narcotics, counter-terrorism peacekeeping, and | esser/ ngjor
regional mlitary operations. UAV systens offer a relatively

| ow- cost, expendabl e asset avail able or dedicated to warfighters
that support these needs. However, as shown in Figure 4-2 each
UAV system currently has its own unique interfaces with each
processi ng system and unl ess sonet hi ng changes this stovepipe
approach will be used for future UAVs. The stovepi pe approach

| eads to; higher/increasing costs to develop and nmaintain

i ndi vi dual systens, |ack of interoperability for joint

operations, each UAV system having to inpact on each o system

| onger devel opnent schedul es, and uni que proprietary hardware and
software for each UAV system The TCS as shown in Figure 1

provi des interoperability and alleviates these limtations by
providing a single systemto interface between UAVs and C'
systens. An inprovenment in one UAV systemis automatically
applied to all UAV systens when the TCS incorporates the change.



Li kew se, a change to interface with a o system need only be
made once on TCS to nake all UAVs conpliant.
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Figure 4-2 Current Stovepi pe UAV System

The TCS will be a scal eabl e, interoperable, deployable

equi pnent/ personnel system This systemw || be able to depl oy
to renote operating locations either partially or conpletely in
support of a designated JTF comrander and support a w de range of
reconnai ssance activities from Special Operating Forces (SOF)
anti-terrorist mssions to major regional conflicts. Because TCS
wi || operate on existing conputing systens only the air vehicles,
support equi pnent and personnel may have to deploy. They can
operate on the TCS capability already in theater or pre-
positioned, thereby saving critical airlift capability. 1In the
case of SOF operations the TCS operators (regardl ess of service)
can be | ocated on ships, land, or airborne to provide the real
time UAV product to the SOF team and conmmand headquarters. This
operational flexibility is limted only by the creativity of the
users.



The TCS provides a collection capability and is not intended as a
depl oyable intelligence center. Collected data is provided to
the tactical commander for followon threat analysis, situation
devel opnent, targeting and damage assessnent by a depl oyed or
theater intelligence/analysis center. Depending on avail abl e
communi cations architecture in the theater, UAV products in the
TCS may be sinmultaneously transmitted via satellite to the JTF
commander, the theater conmander and to CONUS (e.g., NMJIC).

4.3 Organi zati on

Each Service will align TCS capability within their existing UAV
units. Use of these systens for service operations, exercises
and denonstrations will be as directed by each service. TCS
capability located in headquarters will operate fromthe
intelligence section. Theater CINCs requiring TCS and UAV assets
for operational mssions will request support fromthe Joint
Staff J2/J3 (operations) via nessage to the Joint Reconnai ssance
Ofice. The Joint Staff, in conjunction with USACOM validate
the requirenment. Upon JCS approval, a TCS capabl e UAV det achnent
wi |l be chopped by USACOM to the OPCON of the CINC or supported
JFC.

For peacetine joint exercises and training, USACOM wi | |
coordi nate requests fromother theater CINCs. Depl oynent
requirenents will be coordinated by JCS, CI NCUSACOM JPO,
operating service, and the receiving theater CI NC

The JFC provides centralized direction of air operations normally
t hrough the Joint Force Air Conponent Commander (JFACC). The JFC
wi |l establish the assets and procedures over which the JFACC
will direct air tasking. TCS controlled operations nust be
integrated into the overall airspace control plan (ACP) devel oped
by the airspace control authority (ACA)(nost likely the JFACC).
This ACP is then approved by the JFC. Manned aircraft flight
through or in TCS controlled UAV flight routes and altitudes is
not restricted, however, careful planning and notification nust
be made to all concerned regarding UAV flight routes to prevent a
m shap.

In single service operations the responsible airspace nmanagenent
authority will be provided TCS controlled UAV flight plans and
wi Il coordinate themaccordingly with other flights in the area

of interest. In these type operations, controlling Qutrider air
vehicles flight activity is normally in mlitary controlled
ai rspace and requires no civilian agency coordination. |If

Predator air vehicles are utilized that are | aunched / recovered
outside the mlitary controll ed airspace, coordination/conpliance



wi th appropriate civil (FAA, 1CAO agencies will be required and
acconpl i shed by the L/R TCS.

4.4 Basing/ Prepositioning

TCS basing will follow Service UAV unit and command echel on pl ans
as discussed in section 6.2 Force Structure. Transportation in
theater for Arny and Marine Corps systenms wll be by ground
transport, air, or rail. For the Air Force transportation to the
theater will be by air. Wen in theater, the USAF TCS nust be
capabl e of being noved around an established air field.

4.5 Depl oynent/ Redepl oynent

The TCS will be transported into the theater as an organic
conponent of the operational UAV system bei ng depl oyed. Because
TCS will be resident in existing service conputing systens it

will normally already be available in the area of interest and
ready to operate upon deploynment of the air vehicles. Therefore,
critical airlift assets can be reduced during depl oynent and
redeploynment. |In the event the gaining theater does not have TCS
assets a TCS asset will be identified by the JCS and ACOM and
deployed with the air vehicles, support equi pnent, and personnel.

4.6 Theater Responsibilities

TCS operated air vehicles will be I AWthe CONOPS devel oped for
the type air vehicle in use. Theater responsibilities wl]l

i ncl ude the housing, security, nessing, health care, and

| ogi stics support provided other theater personnel. The TCS
brings no unique responsibilities for the gaining CINC

4.7 M ssion Taski ng/ Pl anni ng

The JFC or the Service (in the case of a single service
operation) will establish coordination and tasking policy in
accordance wth the current rules of engagenent and appropriate
directives. The JFC will determ ne apportionnent of air assets,
while the JFACC will determi ne allocation of TCS controlled air
assets. Based on the J2 collection plan, the TCS detachnent wil
submt a flight plan to the JFC and/ or JFACC for deconfliction

M ssion data on preplanned sorties will be contained in the air
tasking order (ATO. Requests for imediate (unpl anned or
dynam ¢ retasking) mssions will be coordinated through the JFC,

using normal air request procedures. As required by the type air
vehicle in use, a liaison officer (LNO famliar with the UAV
capabilities/operation could assist the JFC/JFACC i n operational
pl anni ng and deconfliction efforts.



Request for information (RFI) and essential elenents of
information (EElI) for TCS data will be handl ed within the
existing joint or service RFlI architecture by the supported
command. RFI will be passed to the JTF J2 for data collection
managenent and tasking. The J2 will be responsible for
coordinating and prioritizing RFI based on the Commander’s EEI’s.

Sensitive Reconnaissance Operations (SRO) procedures must be
considered. Chairman of the Joint Chiefs of Staff (CJCS)
Instruction (CJCSI 3250.01) exists for non-wartime DoD sensitive
airborne reconnaissance operations by either manned or remotely
controlled mobile platforms. SROs are deemed those missions
which, by virtue of their collections objectives, means of
collection, or area of operation (AO), involve significant

military risk or political sensitivity. The applicability of SRO

policy guidance to TCS reconnaissance operations must be
addressed in the Operational Order (OPORD)/Operations Plan
(OPLAN) for each deployment. In general reconnaissance
operations in support of a JCS-directed joint operation involving
the designation of a JTF are exempt from SRO policy. For other
peacetime operations, DIA (or the newly formed NIMA?) will manage
and coordinate proper use requirements with the Joint
Reconnaissance Center (JRC) when notified by a theater or
operational commander of impending/emerging reconnaissance
requirements for assets under his control. NIMA is responsible
for developing Consolidated Instructions (Cl) for the processing,
exploitation and dissemination of imagery and imagery derived
products resulting from UAV SROs.

4.8 Enpl oynent

The TCS provides operational flexibility to the gaining unit

through the use of existing/in place computing systems, TCS

trained personnel already in theater, the ability of individual

services to pull down UAV products and expedite dissemination
within Service C 4 systems, and a interoperable UAV capability
between the Services that expands joint employment opportunities.
Employment considerations/procedures will be driven by the type
UAV(s) employed, the operating area (FAA/ICAO involved),
participating Service(s), and rules of engagement to mention only

a few. The TCS will operate the selected UAV based on the UAV’s
established concept of operation. As TCS matures toward the
objective system, unique and new capabilities available through
TCS should be included in the appropriate UAV CONOPS. Figure 4-3
illustrates TCS Joint operations. Similar Service illustrations

are provided in paragraph 4.10.



Figure 4-3 TCS Joint QOperations

The Qutrider UAV system consists of: 2 GCSs, 2 GDTs, 1 RVT, 4
AVs, 4 EQ IR nodul ar m ssion payl oads, tactical conmunications
devi ces, and support equipnent. The TCS will provide the sane
capabilities as the GCSs and RVT and nust satisfy the stipulation
t hat man-portabl e conponents shall consist of subassenblies that

wei gh no nore than 100 pounds. TCSs will be |located in squadrons
wi thin the Navy and Marine Corps and conpanies within the Arny
and will be able to co-locate with the supported conmmander.

Qutrider detachnments may be conbined for protracted operations or
to nmeet high demand tasking requirenments. Wen Qutrider is
collecting information, the TCS operator will be able to transmt
information via wire connection (local area network, fiber optic
cable, etc.) data burst radio transm ssion, or voice radio. In a
sem -fixed | ocation (greater than 24 hours) transm ssion wl|
often be made by wire. Mninmal inmagery or data exploitation wll
take place in the Qutrider GCS or TCS. The TCS will be capabl e
of providing five levels of interaction which will enable it to
satisfy forward control elenent (FCE) operations. The FCE
concept allows the |aunch and recovery of Qutrider froma rear



|l ocation with a hand off to the forward |ocation for support of
the operation. Land-based TCS operations will be from HWWSs
Wi th standard shelters and trailers while sea-based operations
will be incorporated within existing ship’s spaces and computing

systems. TCS will be capable of supporting 6 Outrider flight

hours in a 12 hour period of operation.

The Predator system consists of: 1 GCS, 1 GDT, 4 AVs, 4 EO/IR/SAR
payloads, Trojan Special Purpose Integrated Remote Intelligence
Terminal (SPIRIT) Il (TS Il) communications system, and support
equipment. The Air Force will deploy Predator as squadron
detachments and operate from fixed Forward Operating Locations
(FOLs). MAE UAVs will support the missions at varying levels of
command and combine to create an interoperable network of UAVs
extending from the forward line of own troops (FLOT) to the rear
of the second echelon. The MAE UAV will support the theater
CINC, or any of the sub-components as directed. Because of its
missions and capabilities, the supported commander may be
hundreds of miles from the FOL. The ensuing distance places a
larger demand on the communications links required of the
Predator system. The GCS is equipped with both line of sight
(LOS) control for an operating range of up to 148nm and SATCOM
relay at greater ranges. Predator normally operates in the
15,000-25,000ft range with a demonstrated endurance of 40+hrs.
The long dwell time, provides a stare capability in target areas

and the unclassified, raw, high resolution imagery can be
transferred in NRT to the operational commander. Unclassified
imagery gives the commander an option to share it with
international forces. TCS support for Predator will include
continuous 24hr operations.

No matter what type air vehicle is used, the level of interaction
selected will determine any limitations or lockout of TCS
capability. For example, initial use of TCS will require that

the launching and recovering GCS or TCS retains final control
authority. To accomplish this, critical operational parameters
(max/min altitudes, time duration, minimum fuel remaining, lost
link direction, etc) must be established and activated in the
gaining TCS. Some means of communication (phone line, radio,
data link, etc.) between the L/R and gaining TCS is required. In
the case of Predator this can be accomplished by allowing LOS
operation by the TCS while the L/R site uses SATCOM to monitor
the operation. For Outrider, a phone or radio line can be used

or the need for final control by the L/R site can be waived based
on the ongoing operation. While TCS will initially provide the
screens, menus, and control features resident in the Predator and
Outrider ground stations in the objective system the need for
“hands on” flying of the air vehicle will be overcome through the
use of point and click and automatic launch and recovery options.
This will ultimately allow TCS operation of air vehicles without



pilot qualified personnel. Therefore, TCS will require |ogic
circuits to alert operators of serious air vehicle problenms such
as icing, engine power |loss, etc., and activation of appropriate
nmeasures such as lost link return to base. In order to satisfy
FAA/ 1 CAO rul es during operations in other than mlitary
controll ed airspace either block altitudes for air vehicles, an
active collision avoidance systemthat automatically directs air
vehicles to diverge, radar nonitoring, a chase aircraft, and/or
the i Mmedi ate availability of a pilot qualified unit nenber woul d
be required. The particular option selected will be determned in
conjunction wth the civilian airspace control agency in the area
of operation. Training in operation of TCS should include a
section on FAA/I CAO rul es and procedures because it is unlikely
that UAVs will be operated solely within mlitary controlled

ai rspace.

4.9 Safety Consi derations

Lost link instructions should be reviewed for update whenever ad
hoc tasking takes the air vehicle fromthe programmed flight
path. [If lost link instructions are not updated and the system
attenpts to go froman ad hoc position back to the first point of
the lost link procedure there is a possibility that the route of
flight could cross a restricted area, terrain obstacle that was
not planned for, or a |onger than planned return route that wl
run the air vehicle out of fuel. The TCS nust be capabl e of
adjusting the lost link instructions with the concurrence of the
L/R station. TCS automation of this update should include the
ability to identify areas not to be overflown, m ninmm safe
altitude in the current area of operations, fuel required to
return to the L/R station, and other appropriate warnings as they
occur during flight so lost |ink can be updated i nmedi ately when
required.

TCS will operate within Federal Aviation Adm nistration (FAA)
safety guidelines. The current FAA policy regarding the
operation of mlitary unmanned aerial vehicles (UAVS) in the
Nat i onal Airspace System (NAS) is contained in FAA Order 7610. 4,
Special Mlitary Operations, Chapter 12, Section 9, Paragraph 12-
91 (Figure 4-4) below. This criteria was originally devel oped
for cruise mssile type vehicles and not specifically for the
myriad of UAVs that are currently in the military’s inventory.

The FAA is in the process of determining what revisions to the

existing criteria are needed in order to more effectively provide

the DOD with greater latitude for operating UAVs in the NAS. The

FAA may establish the new criteria either by means of a Special

Federal Aviation Regulation (SFAR) or Advisory Circulars (ACs) or

possibly both.



Only draft generic UAV ACs currently exist. These AC’s are not
regulatory but are informational and educational tools that
provide guidance on safe operating practices. In reality, UAV
FAA Airspace Integration efforts have been via operations in
military exercises such as Roving Sands 95 and several
operational deployments. Operations of UAVs in airspace other
than restricted, warning, or positive control airspace has been
accomplished under the criteria defined in FAA Order 7610.4,
Special Military Operations.

The experience the FAA has gained from ongoing UAV operations
will assist the FAA as they develop further criteria for UAV
operations. The FAA is considering issuing a Special Federal
Aviation Regulation (SFAR) or Advisory Circulars (ACs), or
possibly both to define the criteria. Some TCS related subjects
that are being addressed in the draft ACs are:

» UAV Design Criteria. Air Vehicle Control Station.
“...Station design should facilitate control of the UAV(S) by the
internal pilot and provide for unambiguous operations and clear
indications of UAV flight status. Design criteria should
minimize the potential for human error. All “conventional”
flight indications and warnings necessary to ensure safe control
of the UAV flight path should be provided. In particular, the
UAV internal pilot should be informed of any degraded mode of
operations due to any failure, including cases in which there is
an automatic switching to an alternate or degraded mode of
operation. The control station should include a diagnostic and
monitoring capability for the status of the vehicle. Real time,
direct communications / surveillance, and data transmission
capability should be provided in the absence of failure. For
operations in controlled airspace, direct communications with the
FAA controlling agency should be incorporated into the air
vehicle control station system design.”

» UAV Operations. Background. “Because the personnel who
operate UAVs in the NAS are located on the ground, a greater
degree of supervision and assistance is available to the pilot of
a UAV than to the pilot of a manned aircraft. For this reason,
the FAA has determined that it is appropriate to allow one pilot
in command to exercise authority over several UAVs, under certain
circumstances.” Transponder. “...Additionally, the transponder
should automatically transmit code 7700 in the event that the
control link with the AVCS (air vehicle control station) is
lost.” Right of Way. “...When operating in Class C, D, E (below
Class A), or G airspace, UAVs should give way to manned
aircraft.”

» UAV Pilot Qualification and Training. Background
“...the FAA has determined that it is appropriate to allow one



pilot in command to exercise authority over several UAVs,
operated by an internal pilot, under certain circumstances.”

Pilot in Command. “...During operations in which the UAV is

operated by an internal pilot, the pilot in command may be the

internal pilot of the UAV or, alternatively, a pilot within the

same AVCS who is supervising that internal pilot.” Instructional

Flight Experience and Proficiency “...Because a UAV pilot is not

subject to all of the types of sensations and feedback available

to the pilots of manned aircraft, computer-aided training and

simulation should be well suited to providing UAV instruction...”

* UAV Maintenance. Recordkeeping. “a. For each UAV, a
logbook should be maintained. In this logbook, the UAV operator
should maintain records of all maintenance actions performed.; b.
For each UAV, a discrepancy log should be maintained, indicating
any discrepancies found during any pre-flight or post-flight
Inspection, and the status of corrective action taken.; c. The
UAV operator should maintain records that allow tracing of each
item used in UAV maintenance to the manufacturer of that item, as
well as a lot or batch identification of that item.; d. The
records specified by the provisions of this paragraph should be
maintained until the work done is repeated or superseded, or for
a period of 1 year, whichever comes first.”

Again, the above information is from “Draft” Advisory Circulars

but indicates the direction FAA is taking on UAVs. Following the
development of an SFAR, it is published in the Federal Register
and made available for public comments. After the comment period,
normally 60 days, the FAA reviews the comments received and
includes those ideas that make the SFAR more effective when
published as a regulatory criteria.

To date, the FAA has not published the amount of lead time
necessary to adequately allow FAA to make a decision as to
whether or not requested UAV activity in the NAS will be
approved. The coordination process for UAV operations that
requires FAA region authorization are lengthy and the mission
planners should allocate approximately 90 days from the time of
request submission to receiving of an FAA response. It is
recommended this process follow the procedures outlined in the
current (DRAFT) FAA AC : Unmanned Air Vehicle Operations. The
process involves meeting with FAA field facility personnel, FAA
regional personnel as well as with area airspace military users.

In addition, the mission planners must ensure adequate time is
available to complete all of the other necessary coordination;

e.g. military units, ATC facilities, special-use airspace

scheduling, etc., between the time that FAA authorization is
received and the beginning of the UAV operations. Normally,
those proposed UAV operations that only require coordination with

each



affected ATC field facility, in Iieu of obtaining FAA region
approval, can be conpleted within a 30 day tine frane.

Wth the aid of existing users, FAA ATC field facility personnel
and Regi onal FAA representatives, build the UAV operati onal
concept to and fromthe operating area. Defined routes and
altitudes as well as normal and energency procedures should be

described. The process will normally start nore restrictively
then ease as the TCS UAV denonstrates its capability to conply
with FAA instructions. Understanding this process will reduce

conflicts between the TCS UAV operators and the data users.

Shoul d any of the proposed routing include flight outside of
restricted areas, warning areas or positive control airspace
(Cass Aor B), it will be necessary to define what quasi nethod
of “see & avoid”; i.e., ground observers, primary radar

monitoring , control firing area concept, etc., will be employed

which provides a level of safety equal to that provided by a

chase plane (for no chase plane operations). Additionally, refer

to FAA Order 7610.4, Paragraph 12-91d. For Exercise Roving

Sands, this equivalent level of safety was obtained by using the

“Controlled Firing Area Concept” (spotters) around the local

field and by a military radar unit for the flight operations

below 7,500ft. MSL.

Final approval for military operations are obtained from the
local FAA Regional authority and not FAA National Headquarters.

Existing Regulations: Within the Federal Aviation Regulations
(FAR) there is currently no reference to UAVs. FAA Instruction
7610.4H (Figure 4-4) defines military criteria for operation of
UAVs.

Section 9. UNMANNED Al R VEH CLES (UAV)

12-91 OPERATI ON

Since UAVs do not have see and avoid capability, operation of these
vehicles nust be rigidly controlled to avoid hazards to other air
traffic. Operation of UAVs shall be limted as follows:

a. Wthin Positive Control Area (PCA)

b. Wthin restricted areas.

c. Wthin warning areas.

d. CQutside of the above areas, the UAV nust be acconpanied by a chase
pl ane with direct comrunication with the controlling source

facilities. Itis the chase plane pilot’s responsibility to relay
potential conflicts to the controlling source facilities and provide




changes of heading and altitude to resolve any traffic conflictions.
If an alternate nmeans of observing UAV flight is available, which
woul d provide a level of safety equal to that provided by the chase
pl ane, it nay be approved at the discretion of the concerned FAA
region. This may include visual observation fromone or nore ground
sites, UAV flight nonitoring by patrol aircraft, prinmary radar
observation, or the controlled firing area concept. (See FAA O der
7400.2) COperations shall be conducted in Visual Flight Rules (VFR)
condi tions.

Figure 4-4

In Novenber 1996 the Committee for European Airspace Coordination
(CEAC) developed a working paper on “Guidance for UAV Operations,

Design Specification, Maintenance and Training of Human

Resources”. Like the FAA the CEAC guidelines are only advisory

at this time. Some applicable CEAC guidelines for TCS

consideration follow:

* Communications. “The UAV Pilot-in Command shall initiate
and maintain two way communications with the appropriate ATC
authorities for the duration of any flight.”

* Direct Communications Required. “...The UAV air vehicle
control station should utilize a communications architecture that
interfaces with existing ATC communications equipment and
procedures, so that the fact that the pilot in command is on the
ground is transparent to ATC personnel. Upon check-in with ATC
personnel, the pilot in command shall request a direct telephone
number for the ATC controller for contingency use should radio
communications fail.”

* Chase Plane Requirements. “...During flights or portions
of flights under IFR procedures where a chase plane is utilized,
the chase plane shall be incorporated into the IFR flight plan.

In such a case, the flight will be classified as a formation
flight, and shall have the same right-of-way status as aircraft
engaged in airborne refueling or towing.”

4.10 Service Considerations

4.10.1 Arny




Figure 4-5 TCS Arny Operations

4.10.2 Navy
4.10.3 Marines

4.10.4 Air Force
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Section Six
Per sonnel / Tr ai ni ng

6.1 Manpower

The TCS manpower requirements shall not exceed the Services’
guidelines for their respective UAV program. As an operational
goal TCS would require no more than two personnel to operate the
system at any moment and two maintainers should be able to
maintain the TCS system software, computer hardware,
communications networks, and associated electrical generation and
supply for the system. For short periods one operator may

control both the air vehicle and payload. The number of data
exploiters, communicators, and supervisory personnel will depend
on the UAV used and the theater commander’s operational plan.

6.2 Force Structure

Army preliminary estimates require TCS support for 38 Outrider
systems to meet active division, brigade, and armored cavalry
regiment needs. An additional 24 TCSs will support elements at
division and corps.

Navy preliminary estimates requires 12 LHA/LHD ships to be
outfitted with TCS control and dissemination equipment and 1
land-based TCS for Outrider (Land-based system will be configured
in HMMWVs at VC-6, NAS Patuxent River for training. An
additional 88 TCSs will support CV/CVN, LCC, LPD 17, surface
combatants, and submarines.

Marine Corps preliminary estimates to meet pre-positioning, war
reserve, and expeditionary force requirements are for TCS support
of 11 Outrider systems. VMU-1 will have 4 systems; VMU-2 will
have 4 systems; and there will be 3 Outrider systems on maritime
pre-positioned ships. An additional 6 TCS will support JSIPS-TEG
and JSTARS CGS.

Air Force preliminary estimates call for 12 TCS to support the
Reconnaissance Squadrons at Indian Springs, Nevada.

Training support at the Joint DoD UAV Training Center, Ft.
Huachuca, AZ will require an undetermined number of additional
TCSs.

6.3 Formal Training

Training shall be balanced between institutional, New Equipment
Training (NET), and unit training. Instructor and key personnel
training will be conducted. TCS equipped units will receive NET



as the systemis fielded and training devices wll be used for
the institutional training base. Training will be conducted in
both garrison and field environnents in both individual and

col l ective nodes.

6.4 Continuation Training

TCS provides sustainnment training for operators and maintainers
through the capability for incorporation of enbedded/ add-on
interactive training wth self-paced instruction, duplicating air
vehicle flight performance characteristics, capabilities, and
limtations. |In the case of Qutrider the TCS will be conpatible
with the U S. Arny Intelligence and El ectronic Warfare Tacti cal
Proficiency Trainer (Miultiple UAV Sinul ation Environnent--MJSE)

6.5 Service Considerations

6.5.1 Arny

Arnmy air vehicle operators will be MOS 96U, technicians and
mechanics will be MOS 339 and 52D respectively.

6.5.2 Navy

The Navy will use Naval Enlisted Cassification (NEC) codes
8362, 8364, and 8365 for air vehicle and payl oad operations.
Mechani cs and techni ci ans NEC codes are 8361 and 8363
respectively.

6.5.3 Marines

Marine Corps air vehicle operators will be MOS 7014,
t echni ci ans and nechanics will be MOS 6314 and 6014.

6.5.4 Air Force
Air Force Specialty Code (AFSC) for air vehicle operators

will be 11RXX and 12RXX. |magery payl oad operators will be AFSC
INL.



Secti on Seven
Logi stics

7.1 General

Each Service will support the TCS as part of the UAV system which
Is organic to them

7.2 Support Systens Requirenents/Responsibilities

Support for the TCS will be IAWthe Integrated Logistical Support
Plan (1LSP) and the nai ntenance concepts and policies of the

i ndi vidual Services. Standard tools, TMDE, repair parts, and

| ubricants will be used. Exceptions will be considered on a
case- by-case basis. To the maxi num extent possible, general

pur pose test equi pnent (GPTE) and common tools resident in each
Service will be used to performall corrective and preventative
mai nt enance at all authorized | evels of maintenance. Tools and
test equi pnent required but not resident in each Service
inventory wll be identified as special tools and special purpose
test equi pnent (SPTE) respectively and kept to a m ni mum

A TCS support and fielding package will be devel oped and
avai | abl e for operational testing.

TCS hardware will be nounted and/or ruggedi zed to withstand inter
and intra theater novenent. |If containers are provided, they
must be reusabl e and enable the operators to set up equi pnent
within the established tinelines for the UAV system bei ng used.

7.3 W©Mai ntenance Environnent

TCS maintenance will be IAW each Services’ UAV maintenance
concepts and procedures.

7.4 Mai ntenance Concept

7.5 Service Considerations

7.5.1 Arny

The U.S. Army will use the established maintenance practices
for Communication, Intelligence and Electronic Warfare (IEW),
Aviation, and Ground Systems.

7.5.2 Navy



The Naval Avi ation Mii ntenance Program (NAMP) and Avi ation
Supply Systemw || be used.

7.5.3 Marines

Tactical UAV systens and the TCS will be supported the sane
way as a Marine Corps squadron with detachnents. Equi pnent such

as the TCS specifically related to flying the UAV will fall under
t he NAMP.

7.5.4 Ar Force

The TCS nmi nt enance concept nust support the Air Force
concept of “Lean Logistics”. The objectives of this concept
include maximum use of rapid transportation, minimum turn around
times for repair, and a two level maintenance concept at Forward
Operating Locations (FOL).



Section Ei ght
Intelligence

8.1 General

The TCS is designed to be scaleable and tailored to a wi de range
of users. The TCS wll frequently control a tactical UAV in

di rect support of a Fire Support Elenent (FSE). 1In this case the
tasking and reporting chain will be short and direct, receiving
ver bal commands and responding with verbal reports. Wen in
direct support of an FSE, a broader intelligence support m ssion
may not exist or will be of secondary inportance. |nagery
exploitation will be limted to the screening capabilities

provi ded by TCS work-stations and the training of assigned

per sonnel .

In other cases, the TCS will control a UAV on an intelligence
gathering m ssion. Collection managenent for intelligence
collection is described in paragraph 8.2 below. Intelligence
exploitation will be acconplished primarily in Theater or Service
tactical exploitation elenments. See CIGSS paragraph 8.3 bel ow
The routine viewing of imagery will constitute a screening
function for |later processing. The TCS operators will have a
limted capability to read out and report on Predator, Qutrider
or @ obal Hawk inmagery. TCS imagery products may be verbal or
text reports, freeze frane inages, or short full notion video
clips. The primary activity will be to route collected data to
desi gnat ed exploitation/analysis centers. For imagery, those
centers are the Theater JICs (JAC in EUCOM and AIC in USACOV) or
the Services ClIGSS El enents[ Arny- ETRAC/ M ES, Navy - JSI PS-

N DI W5(A), Marines - TEG and Air Force CARS].

Any CI GSS el enent shoul d be capabl e of |oading TCS software on
their m ssion equi pnent and assune TCS functionality to include
recei pt of imagery directly fromthe sensors, control of the
sensors and control of the UAV.

This section primarily treats imgery. Several other payloads to
I nclude SIG NT and MASI NT sensors, electronic warfare, mne
detectors and | aser designators are being planned for the famly
of tactical UAVs. This docunent wll be updated as concept of
operations or ACTDs for these additional payloads are devel oped.

8.2 Collection Managenent

Col | ecti on managenent responsibilities generally reside with the
echel on of command that holds Operational Control over the air
vehicle. The TCS is designed to control the platformand sensors
for Predator, CQutrider and all future tactical UAVs and to



recei ve selected i mges fromthe HAE- UAVs, d obal Hawk and Dark
Star. A TCS will serve the needs of Arny, Navy, Mrine Corps, or
Joint Conmands. As such, collection managenent practices and
procedures will vary based nore on the echelon of command to

whi ch the UAV and TCS are assigned than by Service with
operational conmand authority. At |ower echelons of command, TCS
will serve the needs of direct fire support elenents. 1In this
situation collection nmanagenent procedures are very sinple;
sensors will be enployed according to verbal or witten orders of
the i mmedi ate tactical commander

When TCS is controlling a Predator serving a Joint Commander,
col | ecti on managenent procedures wll be directed by the
appropriate Unified Coormand. The Daily Aerial Reconnai ssance
Syndi cate (DARS), under the direction of the assigned J2, enploys
the resources of the JIC and will nake reconmendati ons on

m ssions and priority of targets for reconnai ssance assets.
Menbership in the DARS includes JFC staff and conponent comand
representatives and is led by the J2’s collection manager and

chief of targets. Request for data will be handled within the

existing Request For Information (RFI) architecture. RFIs will

be passed to the J2 collection manager for coordination and

prioritization based upon the CINC’s prioritized essential

elements of information (EEI). For integrated collection

requirements, UAV operations will be coordinated with other

collection platforms in Theater. For NATO or other coalition

operations a similar process may be established to coordinate the

collection requirements and collection activities of all national

Services.

Collection authority resides with the echelon of command holding
Operational Control over the platform. When an echelon of
command can not satisfy all collection requirements with organic
resources a request for information or a request for collection
may be passed to a senior, subordinate or collateral command.
The term RFI is generally restricted to a subordinate command’s
request for support to a senior command. The term Advisory
Tasking frequently used in the SIGINT community has also been
adopted for imagery requests. Advisory Tasking is when a senior
command requests collection support from a subordinate command.
Advisory Tasking is a request not an order; final authority for
directing activities remains with the echelon assigned
operational control of the air vehicle.

TCS will receive and store HAE imagery. (See paragraph 9.3 and
figures 9-2, 9-3, and 9-4 for details) When compared to the HAE
capacity, the TCS will have limited storage capability. The TCS
will serve tactical commanders who typically have very dynamic
collection needs. These features create a special case for
collection management. Through the routine collection



managenent procedure described above, the HAE MCE wi || receive
tasking requests fromthe Theater J2 up to 24 hours prior to

m ssion execution. These collection tasks wll provide the HAE
with specific collection and dissemnm nation instructions. Through
the DDE system (al so see section 9.3.1) TCS operators will have
an ability to communicate directly with the HAE-MCE crew. Wthin
t he gui dance provided by the JFC, the HAE-MCE crew wi Il accept
and act on TCS requests for collection changes.

8.3 Product Exploitation Concept

The primary function of the TCSis to provide a conmon conmand
and control station for the famly (includes Predator) of
tactical UAVs. In conpliance with the TCS

ORD, TCS will receive, store and dissenm nate H gh Altitude
Endurance UAV inmagery. Intelligence exploitation of UAV i magery
will be acconplished primarily by the Service-devel oped tacti cal
exploitation systens. TCS will have an inagery screening
capability. Many tactical m ssions use UAV col |l ected i nmagery
directly without intelligence exploitation. For these m ssions
the TCS will dissem nate video clips or freeze frane i nagery
directly to targeting or command and control facilities. One
exanple is the Joint STARS Commobn Ground Station. A first |eve
of exploitation may occur in either the TCS or CGS.

TCS operators wll be required to performan inmagery screening
function. They will use the TCS I nage Product Library (I1PL)
software to query, browse, retrieve, view, and perform other
functions facilitating access to the NIMA Library hol di ngs.

These hol dings are intelligence imagery, Mpping, Charting, and
Geodesy (MC&G) inmgery, notion imgery (video) , products derived
fromthose i magery sources, and other files which are put into an
NITF 2.0 format. [PLs with Common Client Software will be
fielded to a wde variety of users requiring access to the N MA
Li brary holdings while IPLs with Server Software will be provided
to sites requiring storage of processed inagery or generated
products prior to dissemnation to users requesting those
materials. TCS is one of the ground stations requiring inmagery
storage prior to dissemnation to another IPL in an |nmagery
Exploitation System (I ES), such as ETRAC or CARS. TCS operators
will monitor the continual flow of video imagery for targets of

I nterest, and select short video clips and freeze-frane i nages
for storage in the TCS IPL or for dissem nation to users. The
screeni ng operators nmay be expected to recogni ze and identify
target signatures, count presence of ground vehicles, detect
novenents or other changes in target status.



Figure 8-1 Exploitation Concept

Figure 8-1 above is an adaptation of a graphic used in the HAE
CONOPS to descri be HAE- UAV exploitation. The prinmary product
fromboth the HAE-MCE and fromthe TCS is a w de band data stream
to a designated Theater or tactical exploitation center. Each
Servi ce has devel oped an intelligence exploitation center that
neets its uni que needs and serve Joint command requirenents.
CIGSS wll mgrate these earlier systens into a standard or
comon processing format. Both the HAE- MCE and TCS have an
ability to provide selected inmage franmes directly to operational
users via JDI'SS, Trojan Spirit or d obal Broadcast System In
addition, TCS has the capability and responsibility to provide an
i magery screening function and do a first phase i magery anal ysis.

A central tenet of the TCS concept of operations is conpliance
with the DARO architecture and the Services’ intelligence support

doctrine. Compliance with both DARO and Service guidance is

essential to achieve interoperablity with Service command

structures and DARO developed ISR infrastructure. The Common

Imagery Ground/Surface System (CIGSS) is a series of standards

determined by the DARO and National Imagery and Mapping Agency

(NIMA). TCS will use CIGSS Standards and, where appropriate,



Cl GSS conmponents. Al TCS imagery products will be di ssem nated
in the National Imagery Transm ssion Format Standard 2.0 (N TFS
2.0). TCS data storage will use the Inmagery Product Library
standards. Video will be transmtted using MPEG 2.0. Figure 8-2
Is referenced fromthe Cl GSS Acquisition Strategy Handbook and
illustrates the standard Cl GSS conponents and el enents.

Paragraph 8.5 illustrates how TCS will pass inmagery to each of
the Services through the Service Cl GSS El enent.

Any one of the CIGSS el enents should be capable of |oading TCS
software on their m ssion equipnment and assunme the functionality
of a TCS to include receipt of inmagery directly fromthe sensors,
control of the sensors and control of a tactical UAV.

Figure 8-2 CIGSS Architecture

Figure 8-2 illustrates the DARO and NIMA CIGSS architecture. The
upper portion of figure 8-2 illustrates Cl GSS standard
conponents. \Where practical these conponents mnmust be used.

Cl GSS conponents may be in a distributed environnment or may be
collocated in a central center. |nagery dissem nation on the

| ocal or wide area network (LANNWAN) is to be in National |nmagery
Transm ssion Format, (N TFS) 2.0.



At the bottomof figure 8-2 are illustrations of the Service

exploitation elenments that are mgrating toward full
with CIGSS standards. ETRAC and MIES are part of the Army’s
Corps Intelligence architecture. They will be replaced by the
multiple source Tactical Exploitation System (TES), ETRAC is
primarily an imagery processor with limited exploitation
capability, MIES is the Army’s exploitation system. JSIPS, and
elements of JSIPS are being fielded in the Air Force, Navy and
Marine Corps. JSIPS-N, like ETRAC is primarily a radar imagery
processor. Navy exploitation takes place in the Digital Imagery
Work Station (Afloat) DIWS(A), TEG is a small, highly mobile
JSIPS product for imagery processing and exploitation.

8.4 Product Dissem nation

TCS will disseminate imagery reports and products over a wide
range of communication systems. TCS is being designed as an open
system; the basic tenet of the TCS Concept is compatibility with

all the Services’ C4l infrastructures. TCS will be GCCS

compatible and can communicate over DISN 1 (Theater secret level
net-work) or DISN 3 (Theater SCI level network). Typical

tactical networks in which TCS will be compatible include Trojan
Spirit 11, IDISS/JWICS, and the Global Broadcast System. In many
applications, the TCS will have direct hardware connectivity to

the supported tactical commander.

The IPL integrated in the TCS will serve as an imagery file
server buffering processed primary imagery downlinked from the
UAV prior to being transmitted to the IES. TCS imagery will be
motion imagery (video) consisting of long time-frame scenes of
motion imagery, short clips excerpted from a mission, or single
frames. The imagery will be automatically fed into the IPL from
the Screener Workstation in the TCS or directly from the image
processor into the IPL if desired thus bypassing any type of
quality control normally performed at the TCS workstation. In
either case imagery will then be disseminated to users outside
the TCS, such as an IES, via two dissemination options, “Imagery
Push” and “Imagery Pull”.

A user(s), at an IES or other site, requiring imagery will

establish an imagery request or “Profile” specifying imagery to

be automatically sent (Smart Push) from the TCS to the user’s IPL
and/or other NIMA library as designated in the Profile. In

addition, a TCS operator, knowing a priori a specific user’'s

imagery dissemination requirement, can manually send (“push”) the
appropriate imagery to the user(s).

A user(s), at an IES or other site, requiring imagery will query
a specific TCS site(s) to determine if motion imagery needed to
fulfill an exploitation requirement has been collected. When

conpl i ance



that inmagery is found, the user will request the inmagery be
disseminated (“pulled’) from the source TCS’s IPL to the user’'s
IPL.

8.5 Service Considerations

8.5.1 Arny

Figures 8-3 and 8-4 are a simplified illustration of how the TCS

may support Army operations and intelligence. Figure 8-3

lllustrates current Army Corps Intelligence capabilities using

ETRAC and MIES. The Tactical Exploitation System (TES) is
included to show planned connectivity. ETRAC is the Army’s CIGSS
element. Current ETRAC processes U-2 ASARS Il imagery and will
process HAE, Global Hawk and Dark Star SAR imagery. Exploitation
takes place in Mobile Imagery Exploitation Systems (MIES). TCS
operators will screen incoming video images from Predator or
Outrider and route imagery, as tasked, to ETRAC for future
exploitation. Exploitation reports are released out of MIES and
become one of the sources for the All Source Analysis System
(ASAS). ASAS is the Army principal intelligence data handling
system. ASAS will be located at Corp, Division, and some

Brigades and provide the latest available information to

battlefield commanders. Images will be available to tactical
commanders by pulling selected images from local, theater, or
national Imagery Product Libraries (IPL).



Figure 8-3 Arny Intelligence Capabilities



Figure 8-4 User Demand Integrated Architecture

Tactical UAVs controlled by TCS may be depl oyed with al

Di visions, Brigades and Battalions. These UAVs nay have a broad
range of functions. A function of particular interest is TUAV
support to the FSE and Joi nt STARS Common Ground Station (CGS).
CGS is a two nman operation which provides targeting support to
FSE. TCS operators will provide CGS with verbal reporting,
freeze franme i mages and short clips of video. A CGS operator
recei ving Joint STARS MIl products has a | arge area of

responsi bility. Tactical UAVs have a narrow field of view, it
is highly unlikely that the TCS operator w Il always be
synchroni zed with CGS. One concept being discussed is to design
the capability into the CGS to automatically pull desired imges
fromthe TCS | PL storage. The CGS operator may use a point and
click command to indicate a grid coordinate of interest. The IPL
in the TCS woul d provide the |ast inmage taken of this area. TCS
operators are expected to be in conmunication with their FSE and
the Joint STARS CGS at the sanme |evel of conmand. TCS operators
may respond to verbal requests to change the UAV flight track or
sensor tasking.

T- UAV and Predator images could be transmtted to the CGS and TCS
sinmultaneously if both vans are within the data |link footprint.

8.5.2 Navy



Figure 8-5 Navy UAV Connectivity

8.5.3 Marines



Figure 8-6 Marine Corps UAV Command & Control

8.5.4 Air Force



Figure 8-7 Wng / UAV Connectivity

The Air Force will operate d obal Hawk, Dark Star and Predator
UAVs. These UAVs may be assigned as Theater Joint or JFACC
assets. In either case, Air Force has the structures in place to
fully access Endurance UAV i nmagery. Figure 8-7 is an attenpt to
show Air Force access to UAV imgery. CARS, the Air Force

| magery exploitation center, has the capability of supporting the
Theater, JFACC, Air Wngs and other collateral commands. CARS
products are frequently imagery-derived intelligence reports.

JDI SS gi ves CARS a secondary inagery dissem nation capability.

The Air Force Conmbat Intelligence System provides all source
intelligence reporting and anal ytical products. JDISS is being
deployed to Air Qperations Centers and Air Wngs. The JDI SS
network provides the ability to dissenm nate imagery products

t hroughout the Air Force Command structure.

In a simlar manner, Air Force will control Predator via TCS.

TCS will also be equipped with JDISS for imgery dissen nation.
In addition, Air Force units would be able to access to Qutrider

i magery. A TCS controlling Qutrider can support ACC and Air Wng
requirenents.



A obal Broadcast System provides an additional means to supply
Air Force Units with UAV and Endurance UAV imgery. Al units
in the GBS footprint and equi pped with a GBS receiver may be
granted access to di sseni nated inagery.



Section N ne
Communi cati on Architecture

9.1 General

TCS supports direct connectivity to standard DoD tactical (VHF,
UHF, VHF/ UHF, and HF) radi os, Mobile Subscriber Equi pnent (NMSE),
and mlitary and conmercial satellite comunications.

Figure 9-1, below, contains sonme useful definitions. These
definitions were devel oped by the Defense Airborne Reconnai ssance
Ofice (DARO to support a quicklook UAV G ound Control System
Commonal ity study. O particular interest to this section of
the TCS CONOPS are Interoperablity and Integration definitions.
JCS Pub 1-02 defines Interoperability as:

Interoperability - (DoD, NATO The ability of systens,

units, or forces to provide services to and accept

services fromother systenms, units, or forces and to use

t he services so exchanged to enable themto operate

effectively together.

Definitions

- COMMONALITY
Same Hardware / Same Software / Same User Display

- INTEROPERABILITY
Multiple Air Vehicles; Joint; Same Software, Control (Air Vehicles

Z&W and Payload), Data Dissemination, and Exploitation
§

Navy
Marines

Army AF

-INTEGRATION
Two or more systems working together toward a common or mutually
supportive mission.

- INTERFACE
Point common to two or more similar or dissimilar C2 systems, sub-systems,
other entities at which necessary information flow takes place. Compliant wit
necessary Protocols/Formats.

- MODULARITY

Use of sub-systems or components from one system to function properly
part of another system. Interface at sub-system level sufficiently defined

[
- SCALABILITY
Tailor system size and capability dependent on the

user needs.

- COMPATIBILITY
Function together without interference




Figure 9-1 DARO Definitions

Integration is the first |level of commonality between two systens
or two conmponents. To achieve integration two systens nust be
able to pass, receive and act on transferred data.
Interoperability is a nore conpl ex concept. Interoperability
inplies an ability of two or nore independent systens operating
as conponents of the sane system The JCS and DARO definitions
of Interoperability convey the concept of multiple reconnai ssance
platforns being interoperable with nultiple ground el enments. The
DARO Architectural objective is to achieve interoperability

bet ween DARP collection platforns and either Joint or Service
command and control and/or exploitation systens.

Interoperability is not a newidea. Each Service has or is

bui | di ng ground stations to receive and control sensor data from
the Air Force’s U-2 Reconnaissance platform. The Joint Services

Imagery Processing System (JSIPS) program was designed to provide

ground station interoperability with either National Input

Segment (NIS) or Tactical Input Segment (TIS) reconnaissance

collectors.

The central tenet of TCS is to provide interoperability between

the tactical and endurance UAVs and C4l structures which supports
the tactical echelons of command of all US Services. TCS may
also provide some level of interoperability with NATO forces.

(See paragraph 9.3.3 below)

9.2 Integration

Points of Integration In April 1996, the DARO quicklook study,
“UAV Ground Control System Commonality”, identified five points

in the reconnaissance architecture where integration may occur.

The five points of integration are: data links, ground stations,

data processors, archives, dissemination and command and control.

As a point of integration, command and control may be unique to

unmanned vehicles.

9.2.1 Data Links
There are three types of data links to consider: SATCOM,; point
to point line-of sight (LOS) and; broadcast or ommi-directional.

Several data links have been developed to satisfy specific needs.

To achieve either integration or interoperability the data link

transmitter and receiving elements must be compatible. The

Common Imagery Ground/Surface System (CIGSS) specifies standards
for ground stations within the DARO architecture. CIGSS calls

for two “standard” data links, The Common Data Link (CDL) and the
national SATCOM data link, Direct Dissemination System (DDS).



CDOL is a famly of line-of-sight data |links that has been in use
in the U-2 program for several years. CDL is used by CARS and
ETRAC. TEG for the Marines will also use CDL. CHBDL, used by
the Navy, is a part of the CDL famly. All of these systens
operate up to 274 MBits/S and are |ine-of-sight, point-to-point
hi gh speed data transfer systens. A Tactical Interoperable

G ound Data Link (TIGDL) at 10.71 MBits/S is in developnent. TCS
will be TIGDL capable.

The tactical UAVs (Predator, Hunter, Pioneer and the CQutrider),
use a UHF data link. The UHF data |ink neets the tactical UAV
6MBits/S requirenent at an affordable cost, weight, and power
budget. TCS will be UHF-Data Link capable.

Under NATO Project 35, (See paragraph 9.3.3 below) the United
Ki ngdom i s devel opi ng a NATO standard broadcast data |ink. TCS
wi || be NATO Broadcast-Data Li nk capabl e.

To break away from LOS restriction, the endurance UAVs ( PREDATCR,
G obal Hawk and Dark Star) will use a KU Band comerci al SATCOM
as an alternate data link. CIGSS has not specified a standard
for conmercial SATCOM TCS will be KU Band-Data Link capabl e.

9.2.2 Common Ground Stations

The objective of the TCS programis to devel op common ground
station software that can be operated in a stand al one
configuration or as additional functionality in an existing
command and control or exploitation station. |In a stand al one
configuration TCS will have basic imgery screening and
exploitation capabilities. However, the preferred node of
operations is to pass collected imagery directly to the
operational and/or intelligence user.

9.2.2.1 UAV Command and Contr ol

M ssion Planners The Services are mgrating toward a common

m ssion planner. The Air Force and Arny use the Air Force

M ssi on Support Systens (AFMSS). The Navy and Marines use
Tactical Air Mssion Planning Systens (TAWPS). Both of these
systens plan the flight track of the air vehicle. Both systens
are capabl e of being adapted to reconnai ssance sensor planning.
TCS will be capable of operating with either AFMSS for the Arny
and Air Force or TAWPS for the Navy and Mari nes.

Flight Control The HAE UAVs, d obal Hawk, Dark STAR, and the

TUAV (Qutrider) wll use highly automated flight control systens.
These systens follow a predetermined flight plan. To conply with
dynam c sensor retasking and safety-of-flight, turn points can be



altered in near-real tine. Pioneer, Hunter, and Predator use

renotely piloted systens. Initial TCS capability will include
flight control for Qutrider and Predator. All future Tacti cal
UAVs will be controlled by TCS. A decision to control Pioneer

and Hunter remains to be determined. TCS will not have air
vehicle control over d obal Hawk or Dark Star.

Sensor Control Under all applications TCS will have full, pre-
pl anned and real time, control over inmgery sensors on PREDATOR
and all Tactical UAVs. TCS will have the ability to receive
selected imagery directly fromthe HAE- UAV system (See the

di scussi on on DDE paragraph 9.3.1 below). Through the use of the
DDE software, TCS may have virtual or actual control of HAE- UAV
I mgery sensors. \Wien an HAE is tasked by the Joint Force
Commander serving Joint requirenments and/ or supporting multiple
tactical commands, actual control of the HAE i magery sensors is
expected to be retained in HAE M ssion Control El enent (MCE).
Virtual control (responsive compliance to tactical commander’s

dynamic request) may be extended through the HAE-MCE. The HAE-

UAV sorties or portions of sorties may be dedicated to a tactical

commander. Through the use of the DDE and TCS software tactical

echelons may execute full control over HAE imagery sensors.

9.2.2.2 Exploitation

The primary function of TCS is command and control of tactical

UAVs and the sensor data dissemination to operational command and
control elements or intelligence exploitation systems. TCS will

have imagery screening capability. The screening capability will
include selecting video clips for storage and dissemination and

the recognition of battlefield activities.

TCS controlled Predator and Outrider data may be passed to a data
archive, a CIGSS intelligence exploitation facility or directly

to an operational command and control element. TCS will also
have the ability to receive HAE-UAV imagery and route that
imagery to a tactical archives, exploitation or operational

units. TCS will become the common source of UAV data to the
lower echelons of command.

Tactical intelligence exploitation support is accomplished in a

Service CIGSS element, CARS for Air Force, ETRAC/MIES or TES for
Army, JSIPS-N/DIWS(A) for Navy and TEG for Marines. TCS will
route imagery to CIGSS elements in the CIGSS prescribed NITFS 2.0
format. TCS may be collocated with or as an application loaded

on CIGSS workstations. When TCS is not collocated with CIGSS,
sensor data will be disseminated via Global Broadcast System,

Trojan Spirit 1l or standard theater communications networks.



A central tenet of the TCS concept of operations is conpliance
with the DARO architecture and the Services’ intelligence support

doctrine. Compliance with both DARO and Service guidance is

essential to achieving interoperablity with Service command

structures and DARO developed ISR infrastructure.

9.2.3 Processors Formats

Development of the Common Imagery Processor (CIP) is under
contract to Northrop Grumman. CIP is designed to process SAR and
EO/IR imagery. CIP products will be in the national imagery
transmission standard format NITFS 2.0. Use of the CIP processor
will enable TCS products to be CIGSS compliant. The TCS Program
Office will determine the practicality of employing CIP.

9.2.4 Archives/ Storage Medi a

As discussed in Section 8, the National Imagery and Mapping
Agency (NIMA) is developing a family of Imagery Product Libraries
(IPL). IPL may be sized to meet local requirements. The use of

a local IPL or a storage device compatible with IPL standards

will greatly enhance TCS ability to contribute to integration and
interoperablity of reconnaissance systems. Use of IPL standards
will allow the HAE-UAV and other tactical reconnaissance assets
to deposit selected images in the TCS archive for extraction by
tactical command and control or intelligence support systems to
include Joint STARS/ CGS, ASAS, TEG, IAS and others. Global
Broadcast System, Trojan Spirit and the HAE-DDE will provide the
capability to disseminate imagery and supporting data to TCS
while deployed on a dynamic battlefield.

9.2.5 Dissem nation Architectures
The final and arguably, the most critical point of integration,
are the Services’ dissemination architectures. TCS is committed
to be compliant with each Service and Joint C4l for the Warrior
Communication network. These networks are discussed in
paragraphs 8.5 and 9.4.

9.3 Interoperability

9.3.1 Interoperable wth HAE- UAV

The DARPA Program Manager for HAE-UAV and the TCS Program Manager
have agreed to install HAE Direct Dissemination Element (DDE)

software in the TCS to facilitate the dissemination of HAE

imagery to tactical echelons of command. This capability will

satisfy the TCS ORD requirement to receive/disseminate data from

the High Altitude UAVs. DDE functionality will provide a

capability for tactical echelons to receive and display, store

and retrieve HAE UAV images, dynamically task HAE-UAV sensors,



nonitor platformand collection status, and participate in video
tel econferencing with up to five other |ocations sharing the sane
i mages.

Figure 9-2 illustrates DDE functionality and objectives. The
figure also provides in bullet format the descriptive detail of
DDE functionality.

Figure 9-2 DDE Functionality

9.3.1.1 HAE Basic Concept of Operations



Figure 9-3 HAE UAV Configurations: Basic & plus DDE

Figure 9.3 illustrates the HAE CONOPS. The left side of the
graphic illustrates the basic HAE ACTD CONOPS. HAE UAV wi ||
provi de imagery products in NITFS 2.0 format directly to Cl GSS

el ements (CARS, ETRAC, JSIPS-N and TEG via CDL when within |ine-
of -sight or either directly via SATCOM or indirectly through the
HAE- MCE when beyond line-of-sight. DDE, as illustrated on the
right side of figure 9-3, will enable the TCS to receive,
request, store and dissem nate HAE | nmagery. A denonstration of
DDE capabilities can be arranged t hrough the HAE Program O fice
and will be denonstrated as part of the 1997-98 HAE ACTD.

9.3.1.2 DDE Description and Functionality



DDE Functionality

-Common Scaleable Architecture
Ethernet

-Image Display/Data Bases/Tools

-Orthorect./Georegistration
-VTC - “White Board”
-Automated Tasking Tools
-Mission/Sensor Plan Status

Figure 9-4 Denonstration Support Infrastructure

Figure 9-4 illustrates DDE connectivity. |Illustrated are three
possi bl e data |inks between the HAE- UAV and the HAE-MCE. These
are all current capabilities. CDL is currently used in the U2
programand is the CI GSS standard |ine-of-sight data Iink. The
Tri-band data link (MOBSTR) is in use today relaying U2 inagery
of Bosnia to CARS at Beale AFB, CA for exploitation. The imgery
products are dissemnated in near-real tinme via d obal Broadcast
Systemto US and NATO forces in Europe. KU Band Conmerci al
SATCOM are currently supporting the Predator programin Bosnia
and will be available to provide HAE and Predator connectivity
via a commercial network. A capability is being devel oped to
provi de direct connectivity fromthe HAE UAV to TCS equi pped with
DDE. Again four methods of dissem nation have been engi neered:
(1) Directly fromthe UAV using TIGDL at a T-1 rate; (2)
directly fromthe HAE via KU Band satellite; (3) indirectly

t hrough the HAE- MCE vi a Ku-Band; and/or (4) d obal Broadcast
System

Also illustrated in figure 9-4 is the RF Wde Area Network used
for dynami c retasking and video tel econferencing. Video



Tel econferencing is a bonus capability provide by SATCOM I i nks.

This capability will allow up to five commanders to view, confer
and nodify the collection in real tinme all having access to the
sanme i mges.

9.3.2 Interoperability with Joint STARS Common Ground
Station (CGS)

An Armmy objective is to provide UAV inagery to Joint STARS CGS.
There are several ways in which this objective may be
acconplished. TCS may be a stand al one system or application
software on users workstations. As a stand al one system TCS may
be collocated with a CGS or operated froma renote | ocation

TCS and CGS on the sanme work station: CGS coul d assume TCS
functionality; the advantages woul d be a single set of hardware
mounted on one or two HVWW/s. A major design feature of TCS is
to be capabl e of operating on the hardware being procured by al
four Services. There are sone di sadvantages. CGS is typically
operated by two Arnmy Specialists. A concern was raised by Arny
ACS/ | that these Specialists should not be overl oaded with
additional responsibilities. They serve a critical Arny mssion.
Joint STARS aircraft to CGSis via the SCDL data |link. SCDL does
not have the capacity to support UAV Video i nagery. An
additional data link will be required.

TCS col l ocated with CGS: Connectivity between coll ocated TCS and
CGS may/ be acconplished in three ways. TCS and CGS may both
operate within the footprint of the Qutrider data link. This
footprint is approximately a 20 KMellipse varying wth UAV
altitude. The footprint of the TIGDL in devel opnment has not been
determned. Both TCS and CGS will need the sane data |ink
receiver elenments. TCS will be equipped with an | PL image
archive. By placing all TCS processed or received (HAE) inmagery
in the IPL, the CGS software could draw the nobst recent inagery
fromany source. This would allow for a single nethodol ogy for
Joi nt STARS/ UAV synchroni zed or independent operations. Finally,
when col |l ocated, TCS CGS connectivity may be via a direct fiber
optic or hardw re feed.

TCS supporting CGS froma renote |ocation: TCS and CGS may
participate in coordinated m ssions w thout being collocated.
UAV i magery may be made available to a wi de range of users via
Di rect Broadcast System (or d obal Broadcast System, Trojan
Spirit, JDISS or simlar secondary inagery transm ssion systens.
UAV reports may be available via ASAS, IAS, JMOS or CS, the
Services’ all source intelligence handling systems or via product

reporting from the Services’ tactical exploitation systems

(CIGSS).



9.3.3 Interoperable with NATO

The Joint Tactical UAV Program O fice has participated in NATO
reconnai ssance interoperability discussions. The purpose of

t hese discussions is early identification and devel opnent of

i nterface standards. Wen devel oped these standards will be
adopted as NATO STANAGS. Data links are viewed as the critical
interoperability issue. Three standard data |inks are being

di scussed. The United States CDL to include TIGDL is being
considered as a line-of-sight, point-to-point data |ink operating
inthe | or X Band. No data |link has yet been prescribed for the
UHF band; however, the Hunter data |link is a possible choice.

The British have conmtted to devel oping a omi-directiona
broadcast data |link. No standards have been di scussed for
satellite data |inks.

A three-phase denonstration is planned for 2001. Phase | in 1998
will involve a US-provided TCS and a German-provi ded SEAMOS UAV
and ground control station. The denonstration is planned for a
German test range. 1In phase Il the TCS nounted on a | and vehicle
will control both the US-provided UAV (Pioneer, Qutrider or
Predator) and the German SEAMOS. In the final denobnstration
(2001), TCS on-board US, British and German Naval Vessels w ||
control both US and Gernman UAVS.

9.4 Service Considerations

9.4.1 Arny
9.4.2 Navy
9.4.3 Marines

9.4.4 Air Force
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10.

Comruni cations Security

10.

Physi cal Security

10.

Servi ce Consi derati ons
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